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A B S T R A C T

Morphogenetic regulation during embryogenesis and regeneration rely on information transfer and coordination
between different regions. Here, we explore theoretically the coupling between bioelectrical and transcriptional
oscillations at the individual cell and multicellular levels. The simulations, based on a set of ion channels and
intercellular gap junctions, show that bioelectrical and transcriptional waves can electrophysiologically couple
distant regions of a model network in phase and antiphase oscillatory states that include synchronization phe-
nomena. In this way, different multicellular regionalizations can be encoded by cell potentials that oscillate
between depolarized and polarized states, thus allowing a spatio-temporal coding. Because the electric potential
patterns characteristic of development and regeneration are correlated with the spatial distributions of signaling
ions and molecules, bioelectricity can act as a template for slow biochemical signals following a hierarchy of
experimental times. In particular, bioelectrical gradients that couple cell potentials to transcription rates give to
each single cell a rough idea of its location in the multicellular ensemble, thus controlling local differentiation
processes that switch on and off crucial parts of the genome.

1. Introduction

Multicellular aggregates of interacting cells can coordinate individ-
ual transcriptional states through the spatio-temporal distribution of
regulatory agents. The traditional systems-level view of signal integra-
tion in pattern dynamics and development [1–3] tends to emphasize
biochemical signals and biomechanical fields in the modeling of trans-
duction networks and collective gene-expression patterns [4–6]. The
cells within an aggregate have the same genetic material and need an
internal representation of their states [7] for spatio-temporal regional-
ization. The membrane potential, which reflects environmental condi-
tions including the neighboring cell states, can also provide spatial
information [6,8–13]. Experimentally, polarized and depolarized po-
tential regions are clearly visible in tissues and model animals [8,9].
Also, oscillatory electrical potentials pervade a broad range of
spatio-temporal scales of biological organization. Here we explore how
bioelectrical networks could contribute to the spatio-temporal coordination of
cells over long-distance regions, a crucial process in embryogenesis and
regeneration [14–16]. While we have not attempted to model a

particular experimental system, our approach provides a conceptual
scenario where regulatory feedbacks between cell bioelectricity and
transcription contribute to the spatio-temporal integration of a multi-
cellular aggregate.

The interplay between bioelectrical and biochemical signals have
recently been emphasized [8–11,16–21]. Cell membrane potentials
modulate transcription of numerous gene targets through transduction
mechanisms related to biochemical downstream processes [18]. In
particular, the cell potential regulates the local calcium concentration,
which in turn influences transcription and proliferation. For instance,
electro-genetic cell control can be achieved by coupling calcium levels to
the expression of a set of counteracting voltage-gated channels that
modulate intracellular calcium concentration through the cell potential
[20]. In this way, pluripotency factors and differentiation programs can
be influenced in critical stages of embryonic development [21].
Remarkably, this interplay is also observed in circadian rhythms and the
cell cycle [22,23]. In a different but related context, ion channels and
time-dependent membrane potentials are also central to bacterial
communication [24,25].
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The polarized (high absolute value) and depolarized (low absolute
value) cell membrane potentials allow to integrate single-cell states into
multicellular states where the local electric potentials are transduced
into different protein expressions in the long term [8,9,16]. The
spatio-temporal multicellular patterns of bi-stable non-excitable cells
show stationary and oscillatory cell potentials that are instructive for
developmental, regenerative, and tumorigenesis processes (see Fig. S1
of Supplementary Material) because these patterns can reflect environ-
mental and developmental conditions, in loose analogy of the fast-wave
cell potentials of neural patterns that represent the outside world [8,26].

In our computational biology study, we explore the coupling be-
tween bioelectrical and biochemical oscillations at the individual cell
and multicellular levels. This coupling is based on our previous model
[16] and shows that two populations of spatially segregated cells with
different bioelectrical properties can lead to oscillations between
depolarized and polarized states in multicellular regions. These states
allow a spatio-temporal coding for the different regions of the multi-
cellular aggregate on the basis of their distinct polarization states.
Because the electric potential patterns characteristic of developmental
and regeneration stages are correlated with the spatial distributions of
signaling ions and molecules, bioelectricity can act as a template for
slow biochemical signals following a hierarchy of experimental times in
morphological and developmental processes [27–29]. Note that rhythms
in somatic tissues outside the brain and spinal cord are usually ascribed
to the coding of biochemical oscillatory signals, being recognized as
important in the storage and processing of global information [30–37].
In this context, hyperpolarizing and depolarizing events, bioelectrical
rhythms, and oscillations can offer a complementary view because of the
inclusion of cell potentials [19,28,38–42]. Also, the coupling between
bioelectricity and transcription at the multicellular level provides an
interesting addition to network science, which finds a variety of appli-
cations in different biological fields [43–45]. In this context, recent re-
views have focused on network robustness and resilience [43], paying
attention to the control of disruption amplification at the system-wide
level, the different collective models of signal propagation [44], and
the network implications of morphology and structural design in living
systems [45].

2. Modeling of single-cell and multicellular bioelectrical states

It is important to note that our theoretical approach is not a simple

equivalent circuit model: the cell is characterized by the interplay between
genetic and bioelectric networks at the single-cell scale, and this coupling is
extended to the multicellular scale by the intercellular gap junctions
[46]. Thus, the cell state is iterated with time in the simulations to
encode the positional information at the multicellular scale and
long-range temporal coordination of gene expression is then obtained.

For the sake of clarity, we outline first the basic model (Fig. 1) to be
described in detail later (Appendix). The cell is characterized by the
biological interplay between the genetic and the bioelectric networks
and is connected to the neighboring cells by the gap junctions [16]. The
results provide a qualitative interpretation of previous experimental
data by means of two generic polarizing (pol) and depolarizing (dep) ion
channel families (Fig. 1). The dep and pol channel conductances are
modulated by the voltage-dependent transcriptional processes of the
respective channel proteins. In this way, the polarized and depolarized
cell states can be transcriptionally influenced by the membrane poten-
tial through the local concentrations of signaling molecules and ions
[40] because these concentrations depend on the electric potential
pattern. Other post-translational regulations, e.g. the external blocking
of the channels, can also be introduced [16].

At the multicellular level, the cells are coupled together by gap
junctions (Fig. 1). The junction conductance can be regulated not only
by transcriptional processes [40] but also by the relative potentials of
the neighboring cells [46]. As an illustrative case, Fig. 2a shows a central
cell in contact with quiescent cells that are in a stable polarized state
[16]. The potential of the central cell can be in an oscillatory regime
when the intercellular coupling is zero (Go/Go

dep = 0) or weak (Go/Go
dep

= 0.01) where Go
dep is the dep channel conductance. However, a strong

enough coupling (Go/Go
dep = 0.02) generates a community effect that

hinders the potential oscillation of the central cell, which attains a
bioelectrical state similar to quiescent polarized state to its neighboring
cells, as shown in Fig. 2b [16]. Experimentally, the complex interplay
between the bioelectrical network with the local genetic networks al-
lows the spatio-temporal regionalization of cell potentials in stationary
and oscillatory patterns that can codify instructive morphological in-
formation [8,16,28]. Note in particular that the oscillatory regime is one
of the bioelectrical signs of the cell cycle [16,23].

Fig. 1. Scheme of the coupling between bioelectricity and transcription for the pol and dep channels at the single-cell level. The counteracting actions of these
channels aim at keeping the cell potential V1 within a physiological window. The pol channel transcription is decreased (red segment) by |V1|, which is the absolute
value of V1. This negative regulation of the pol channel attempts to repolarize the cell at sufficiently low |V1|. The dep channel transcription is increased (green arrow)
by |V1|. This positive regulation of the dep channel attempst to depolarize the cell at high |V1|. Analogous processes affect cell 2. The multicellular network con-
nectivity is provided by the intercellular gap junction, whose conductance is regulated by the cell potentials difference V1 – V2.
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3. Simulation results

3.1. Multicellular oscillations

The model biosystem of Fig. 3 consists of a two-dimensional array of
N = 1165 cells with a left− right or an anterior− posterior morphology
regulated by the pol channel protein transcription (Fig. 1). This minimal
idealization leads to an integration/segregation topology of polarized and
depolarized regions. The information of the location of a cell within the
array can be bioelectrically encoded and compose an instructive tran-
scriptional pattern for different gene-expression regions of the channel
proteins. Fig. 3a shows the total current (I) − cell potential (V) curves
and the cell potential bi-stability obtained from the two counteracting
pol and dep voltage-gated channels of Fig. 1 [27,47,48]. Experimentally,
the interplay between outward and inward currents can produce
bi-stable potentials and neurophysiological oscillations [49], being also
typical of pancreatic islets [50], Purkinje neurons in vitro [51], human
cardiomyocytes [52], and biosynthetic tissues [38,53]. In general,
polarized cell states are associated with cell differentiation and quies-
cence, and depolarized states are found in proliferating cells [8]. It is
conceivable that a bioelectrical bi-stability can eventually be transduced
into downstream biochemical processes where genes are in binary on/off
states regulated by signaling ions and molecules. Memory imple-
mentation in proteins [54] can also show feedback mechanisms and
bi-stability phenomena.

In the upper row of Fig. 3a, cells 1 correspond to the left region of the
system and cells 2 to the right region. Usually, cells 2 are polarized (red
color) while cells 1 are depolarized (blue color). However, they may
temporarily change their polarization state. Note that the cells in the
bulk of the respective left and right regions have similar left and right
region curves. The curves are overlaid in the first plot because the whole
system is in the polarized state.

The bi-stability of Fig. 3a results from the dynamical equation for
dV/dt described in detail in the Appendix and allows the formation of
regions with different cell potentials in the multicellular system. These
regions have been predicted theoretically [27,28,55–57] and observed
experimentally [38,53,58]. The interface between the regions can be
stationary or mobile, depending on the values of the pol and dep con-
ductances, which can be regulated by their respective bioelectrical and
transcriptional states (Fig. 1). The cell potential to transcription
coupling can make the system resilient to small perturbations at the
single-cell and multicellular levels [16,40]. However, for a high enough

spatio-temporal inhomogeneity, depolarizing and polarizing waves can
propagate through the system [38,39,50,53,58]. The visualization of the
electric potential regionalization by voltage-sensitive indicators [59,
60], including the intercellular junction coupling [61], suggests that
bioelectrical patterns can be correlated with local gene-expression [8].
Morphologically instructive regions characterized by polarized and
depolarized cell potentials have been described in development and
tumorigenesis [8–10,62].

We focus now on the time-dependent potentials of Fig. 3b. All cells
have a dep channel transcription rate rom,dep = 1 min− 1. The cells in the

right region have a pol rate rom,pol = 1.5 min− 1 > rom,dep and those in the
left region have a lower pol transcription rate rom,pol < rom,dep. This spatial
inhomogeneity in rom,pol could result from different environmental con-
ditions and developmental stages [8,16]. In Fig. 3a (first plot), all cells
have similar current − cell potential curves because at t = 0 all cells are
assumed to be in the polarized state characteristic of the right region.
Therefore, the system regionalization that will result from the long-term
transcriptional effects have not developed yet. These transcriptional
effects are due to: (i) the rate constants rom,pol < rom,dep and rom,pol > rom,dep

assumed in the left and right regions, respectively, and (ii) the different
cell potential regulation of the transcription rate constants rm,pol(V) and
rm,dep(V). Note that the transcription rate of the dep channel protein
follows a positive cell potential regulation and that of the pol channel
follows a negative cell potential regulation (Fig. 1). Thus, the polarized
cell potential V increases the dep channel rate rm,dep(V) but decreases the
pol channel rate rm,pol(V), creating a depolarized left region that coexist
with the polarized right region in Fig. 3a (second plot). An interplay be-
tween cell potential and channel transcription has also been introduced
in neuron models [63], illustrating another of many commonalities be-
tween neural and non-neural tissues.

Eventually, a depolarization wave develops and crosses the system
from left to right because of the bi-stable potential of the cells in the right
region (Fig. 3a) and the non-zero connectivity provided by the inter-
cellular junctions. At longer times, the counteracting regulations of
rm,dep(V) and rm,pol(V) with V, together with the rate constant rom,pol >

rom,dep in the right region and the multicellular coupling, provokes a
repolarization wave that crosses the system, this time from right to left in
Fig. 3a (third plot). The oscillations are established when the depolarized
state is eventually recovered in the left region (fourth plot) due to (i) the
different rates rom,dep > rom,pol of this region and (ii) the negative cell

Fig. 2. (a) Six cells in a quiescent polarized state are coupled to a central cell through intercellular gap junctions whose conductances Gij are regulated by the
potential differences Vi – V0 (Fig. 1 and Appendix). Each intercellular conductance can attain a maximum value G∘. (b) For a certain range of bioelectrical parameters,
the potential of the central cell (blue curves) can oscillate when the intercellular coupling is zero (Go/Go

dep = 0) or weak (Go/Go
dep = 0.01). However, increasing the

coupling (Go/Go
dep = 0.02) generates a community effect that hinders the oscillation of the central cell, which attains then a quiescent polarized state similar to those

of its neighboring cells (red curves). Adapted with permission from Ref. [16].
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potential regulation of the pol channel.
The correspondence between the oscillatory cell potentials and the

potential-dependent channel conductances (Fig. 3b, c, and 3d) arises
from the coupling between electrical (cell potential) and transcriptional
(channel mRNAs and proteins concentrations) magnitudes through the
rate constants rm,dep(V) and rm,pol(V), see Appendix. Thus, the expression
of the channel proteins regulates the cell potential and, in turn, the cell
potential regulates the protein expression. This feedback results in
oscillatory phenomena characterized by long-term transcriptional times,
in the range 1–10 h (Fig. 3b), compared with the relatively fast electrical
responses [40]. In the case of additional diffusion-reaction processes,
experimental times could be much longer for systems with a high
number of cells [56].

The complex multi-rhythmicity generated by the different couplings

observed in cellular rhythms and circadian clocks has been analyzed
previously [64–66]. Also, long-range bioelectrical integration supported
by gap junctions has been reported in oncogene-mediated tumorigenesis
in Xenopus laevis embryos [67], long-distance control of brain
morphogenesis in frog embryos [29,58], and during Xenopus hindlimb
regenerative response [68]. Here, we have concentrated on the coupling
between bioelectrical and transcriptional rhythms, paying attention to
the long-range integration of the single-cell states to the multicellular
level.

3.2. Effects of relative size, rate transcription, and intercellular
conductance

Fig. 3b shows that cells 1 and 2 in the left and right regions can be
coupled in phase and antiphase states, suggesting the possibility of a
spatio-temporal coding based on the different bioelectrical and tran-
scriptional states of distinct system regions. This coding can be further
modulated by the relative size (Fig. 4) and transcriptional rate constant
rom,pol (Fig. 5) of the left region, as well as by the junction conductance
that parametrizes the system connectivity (Fig. 6).

Fig. 4 shows that the duration of the depolarized periods of V1 in-
creases with the size of the left region because of the enhanced com-
munity effect until it approaches the time duration of the polarized value
of V2, which marks the onset of synchronization. Fig. 5 shows the effect
of the rate rom,pol in the left region. For rom,pol = 0.65 min− 1, cells 1 and 2
are not coupled: the left region potential V1 is depolarized because of the
dominant rate rom,dep > rom,pol, as shown by cell potential V1, while the

Fig. 3. (a) A multicellular system composed of N = 1165 cells with a boundary
(white dashed line) separating the left and right regions (top). The rate constants
that modulate the transcription of the dep and pol channel proteins are rom,dep =

1 min− 1 and rom,pol, respectively. The cells in the left region have rom,pol =

0.75 min− 1 while those in the right region have rom,pol = 1.5 min− 1. The total
dimensionless current (I/Iref ) − cell potential (V) curves of cells 1 (left region of
the system) and 2 (right region), where the reference current Iref and the
channel conductance Gref are related as Iref/Gref = 1  mV (bottom). The poten-
tial V bi-stability results from the counteracting action of the pol and dep
voltage-gated channels. The stable polarized (red circle) and depolarized (blue
circle) cell membrane potentials correspond to the condition of zero total cur-
rent. The current-potential curves in the four plots are different because the
channel conductances G∗

dep and G∗
pol change with time. Note the multicellular

potential patterns that result from the distinct single-cell polarized and depo-
larized states at different times. (b) The cell potentials V1 and V2 as a function of
time t. (c) The pol channel conductances G∗

pol of cells 1 and 2 follow the
behavior of the cell potentials because of the coupling between protein tran-
scription and bioelectricity. (d) The dep channel conductances G∗

dep of cells 1
and 2. In the simulations, the junction conductance Go, normalized to a refer-
ence value Gref , is Go/Gref = 0.5. For a cell capacitance C = 100 pF and a
reference channel conductance Gref = 100  pS, the time unit is 1 s, so that t =
60 000 corresponds to 17 h.

Fig. 4. Increasing the size of the left region from 10 % to 80 % of the multi-
cellular system gives larger stability times for the depolarized values of V1 (blue
curves). Synchronization of potentials V1 (left region) and V2 (right region) is
observed when the left region is 90 % of the multicellular system. In the sim-
ulations, the left region has a pol rate constant rom,pol = 0.75 min− 1 and the
junction conductance is Go/Gref = 0.5.

J. Cervera et al.
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right region potential V2 repolarizes after a transient depolarization
period. However, oscillatory coupling, including the synchronization of
these cell potentials, is observed for higher values of rom,pol. For r∘

m,pol =

0.95 min− 1 ≈ r∘
m,dep = 1.0 min− 1, the potentials reach steady-state

polarized values, giving a quasi-isopotential multicellular system.
Experimentally, changes in the protein synthesis rate could be imple-
mented by the microinjection of the mRNA that encodes the channel
protein [8,58,59]. In addition to these slow transcriptional processes,
individual conductances can also be modulated by a variety of inputs,
including chemical ligands, light, heat, and mechanical effects [8,13,19,
60].

Fig. 6 shows the effect of the intercellular gap junction conductance
Go/Gref (Fig. 2). Very low values of Go/Gref make the cells to behave
independently, so that the left region becomes depolarized because
rom,pol < rom,dep in this region while the bi-stable right region remains
polarized. On the contrary, very high values of Go/Gref lead again to an
isopotential system dominated by the pol region (right) that is larger than
the dep region (left). As in Figs. 4 and 5, synchronization of the cell
potentials V1 and V2, is also possible for intermediate values of Go/ Gref
because of the interaction between neighboring cells. Then, decreasing
the intercellular connectivity from the synchronization regime imme-
diately causes a phase shift in these cell potentials and a strong decrease
can inhibit the wave propagation. The external blocking of the junction
conductance can be realized by specific ions and molecules, producing
changes in the instructive patterns that eventually result in significant
morphological alterations [69,70].

The sharpness of the cell potential boundary depends on both the

relative polarization states of the neighboring cells and the maximum
junction conductance (Fig. 2). In general, the cell polarization state in
the bi-stability region of the current-voltage curves of Fig. 3a is deter-
mined by the relative values of the dep and pol conductances. However,
the gap junction conductance is not a single-cell but an intercellular
property: it achieves a maximumwithin a polarized or depolarized patch
and a minimum at the interface between polarized and depolarized
patches, where the cells are largely decoupled (Appendix). This charac-
teristic contributes significantly to the displacement of the interfacial
region following polarization and depolarization waves.

The spatial patterning of differentiation during early neural
commitment has been associated with a highly dynamic intercellular
transport [71] and the gap junction plasticity is known to regulate
network-wide oscillations, phase synchronization, and large-scale inte-
gration patterns [16,72,73]. The different phase locking synchrony of
potentials V1 and V2, obtained for intermediate values of Go/Gref in
Fig. 6, suggests that a dynamic connectivity could allow large-scale
integration over distinct frequencies. In this way, multicellular aggre-
gates of non-excitable cells could establish transient bioelectrical re-
gionalizations to develop locally different transcriptional programs, as it
has been observed for distinct bioelectric pre-patterns in face and brain
development (reviewed in Ref. [8]).

Fig. 5. Relatively small changes in the transcription rate can result in signifi-
cantly different bioelectrical states and, at high enough transcription rates
(bottom), synchronization of the long-distance cell potentials is observed. The
cell potentials V1 and V2 vs. t for different pol channel transcriptional rates in
the left region, from rom,pol = 0.65 min− 1 < rom,dep to rom,pol = 0.95 min− 1 ≈ rom,dep.
For the lowest rate, the left and right regions are almost independent. Increasing
rom,pol to rom,dep permits the coupling of these regions, giving phase and antiphase
oscillations. An almost isopotential multicellular system, with polarized V1 and
V2, is observed for r∘

m,pol = 0.95 min− 1 ≈ r∘
m,dep. The left region size extends to

20 % of the total multicellular system and the junction conductance is Go/

Gref = 0.5.

Fig. 6. Transitions between different bioelectrical states can be observed by
regulating the conductance Go/Gref of the intercellular gap junctions. At zero
coupling (top), the left and right regions are independent and show depolarized
and polarized regions, respectively. On the contrary, at high intercellular
connectivity, an almost isopotential multicellular system characterized by in-
termediate values of V1 (left region, blue) and V2 (right region, red) is obtained
(bottom). Intermediate values of Go/Gref allow the coupling of the left and right
regions in phase and antiphase oscillations, thus leading to the synchronization
of distant cell potentials. The left region size extends to 20 % of the total
multicellular system and has a pol transcription rate constant rom,pol =

0.75 min− 1.
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3.3. Bioelectric and transcriptional spatio-temporal bands

Interestingly, four dep − pol − dep − pol transient regions with mobile
interfacial regions can be observed in themulticellular aggregate (Fig. 7)
when the intercellular connectivity is low. In this case, pol and depwaves
can move across the system (see video Mobile Interfacial Regions in the
Supplementary Material). The resulting non-stationary bands appear
when the intercellular junction conductance, and thus the propagation
velocity, are so low that the transcriptional processes provoke the
emergence of a new pol region (time t= 44100) before than the depwave
has had time to reach the right region. These results demonstrate the rich
biophysical dynamics of the model simulations.

As a possible limitation of the above results, we note that the
establishment of large-scale bioelectric circuits should depend on the
tissue dimensionality. We have analyzed two-dimensional (2D) model
tissues and 1D linear chains of multicellular aggregates [16]. However,
it could be expected that extending the simulations into the 3D space
should give even more significant community effects because of the
increase in the number of neighboring cells that can influence the
bioelectrical state of a central cell.

Experimentally, symmetry breaking into regions with different
biochemical [30–32] and bioelectrical domains [8,38,53,74,75] has

been described in development, wounding, and artificial tissues. In
particular, bi-stability, interfacial phenomena, wave propagation, and
community effects are characteristic of patterns of cell potentials [38,39,
55–57]. Oscillatory bioelectrical phenomena have also been observed in
bacterial [24,25] and cell [76–78] communities, including
quasi-periodic signals in the low frequency range. Experimentally, the
results of Fig. 3− 7 can be of qualitative interest to these systems because
of the central role of oscillatory cell membrane potentials.

4. Model validation and limitations

A crucial question is how bioelectrical networks could contribute to the
spatio-temporal integration needed for morphogenetic robustness during
embryogenesis and regeneration, where coordination between distant re-
gions mediates the information transfer. We aim here at emphasizing
new biophysical insightswhich can lead to future experiments, looking for
phenomena that might not have been noted previously. In particular, we
explore the connections between spatial heterogeneity and multicellular
oscillations that are in phase, out of phase, or coupled at different har-
monic frequencies. While spatially extended systems of coupled bio-
logical oscillators have been studied extensively by others, our study
explores a new physical model with the different timescales of bioelec-
trical and transcriptional-translational phenomena. Our experimental
basis is the fact is that polarized and depolarized potential regions are
clearly visible in tissues and model animals. In particular, differentiated
and quiescent cells are usually polarized with respect to embryonic and
tumor cells, which tend to be depolarized [8]. Also, oscillatory electrical
potentials are observed in different spatio-temporal scales of biological
organization [16].

Note that, from an operational viewpoint, it should be feasible to
control electric potentials and currents at a limited number of physical
locations [40]. In particular, bioelectric networks can be manipulated by
changes in the regulation of target channel proteins (the case of the pol
channel transcription rate rom,pol here), the microenvironmental ionic
concentrations [16], and the blocking of specific channels [13,40,56]
and intercellular junctions (the case of the conductance Go here) [16,
69]. Also, charged nanoparticles can be used in external actions on cell
potentials, as observed by flux cytometry, dyes, and fluorescence mi-
croscopy techniques. Indeed, the simulations suggest that the spatial
distribution of charged nanoparticles should follow the multicellular
pattern of cell potentials. For instance, accumulation of
positively-charged nanoparticles should be enhanced around polarized
(more negative) cells compared to depolarized cells [16].

Experimentally, bioelectrical patterns of cell potentials showing a
depolarized region in wild-type planaria are instructive for the worm
anatomy. The use of RNAi or channel drugs can modulate the cell po-
larization patterns, alter the downstream expression of axial polarity
genes, and produce two-headed or no-headed worms [8,16]. The results
clearly suggest the correlation between the multicellular electrical pat-
terns and the spatio-temporal distribution of signalling ions and mole-
cules that modulate large-scale expression patterns. This
biophysical-biochemical feedback is central to regeneration and dy-
namic maintenance of correct morphology [8,16]. As a possible limi-
tation, note here that our model is bioelectrically-focused and ignores
additional effects due to ligand-gated and biomechanical ion channels.
However, while a wide variety of channels can exist in the membrane,
voltage-gated channels are crucial to cell bioelectricity because they
may influence the counteracting dynamics typical of many physiological
functions. Starting from this qualitative experimental fact, the model
assumes the coarse-graining of all relevant channel conductances into
two generic pol and dep channels that promote the polarized and
depolarized cell states, respectively. Although we do not claim any
generality here, counteracting actions between a reduced number of
channels are experimentally relevant:

Fig. 7. A depolarization wave can propagate across the multicellular system for
the relatively low junction conductance Go/Gref = 0.05, as evidenced by the
spatio-temporal bands of alternate dep and pol regions. The cells in the left re-
gion size extend to 20 % of the total system and have a pol transcription rate
constant rom,pol = 0.75 min− 1. See also the video Mobile Interface Regions.
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i. Homeostatic ion channel regulation, which is central to neurons,
can be influenced by generic voltage-gated ion channel pop-
ulations whose mRNA levels are regulated via transcription reg-
ulatory pathways where the transcriptional coupling between
calcium levels and the cell membrane potential is essential [49];

ii. The interplay between dep and pol (sodium, calcium, and potas-
sium) channels are involved in crucial steps of the cell cycle [23];

iii. The opposite activity of voltage-gated depolarizing and polar-
izing channels may influence circadian clocks [22];

iv. The concerted activity of counteracting voltage-gated channels is
central to pacemaking regulation [16,52];

v. The combined action of the Kir and HCN2 channels plays a sig-
nificant role in the endogenous voltage pre-patterns of brain
development [58];

vi. A small number of key voltage-gated channels can control
bioelectrical phenomena in engineered tissues [53]; and

vii. A dynamic balance between a small number of voltage-gated
channels can be established by only a calcium channel (CaV1.2)
coupled to an inwardly rectifying potassium channel (Kir2.1),
resulting in a voltage-gated circuit that participates in the control
of gene expression [20]. Certainly, many biochemical pathways
are essential to induce expression of differentiation factors but
channel bioelectricity influence also the downregulation timing
of pluripotency genes [21]. Thus, we believe that the extension of
these single-cell characteristics to a tissue may lead to instructive
bioelectrical patterns at the multicellular level [8,16].

Regarding the network topology, a possible model limitation is the
fixed geometry (Fig. S2). Note however that the strength of the inter-
cellular connectivity depends on both the maximum junction conduc-
tance Go (Fig. 6) and the difference between the neighboring cell
potentials so that it can effectively change with the polarization states of
these cells (Fig. 2). Thus, the intercellular connectivity is not a static but
a dynamic characteristic, defined at the high-level configuration of the
multicellular aggregate, that modulates the propagation of bioelectrical
signals (Figs. 6 and 7, and S3). Because of the coupling between
bioelectricity and transcription [8,16], interrogating and modifying the
connectivity by using probe ions and molecules should offer additional
opportunities for the external control of the multicellular aggregate
[40]. In addition, well-defined biosynthetic excitable tissues [38,51]
may also be used to establish the roles of specific ion channels and gap
junctions and their mutations. While extrapolations to tissue-level
electrophysiology are not always evident, biosynthetic multicellular
aggregates should permit controlled experiments to check model simu-
lations and, in particular, the propagation of bioelectrical waves [38,
51].

Additional experimental relevances of the simulations are brain
teratogenesis and bioelectrically-induced long-range repair, where
multicellular electric potential patterns behave as a bioelectrical mem-
ory for gene expression, brain morphology, and learning [58]. In
particular, embryonic exposure to nicotine degradates this memory
pattern and leads to aberrant gene expression, brain morphology de-
fects, and impaired learning. Transplanting a new bioelectrical module,
the HCN2 channel tissue, onto nicotine-exposed embryos contributes to
the restoration of the correct memory pattern, as shown by voltage re-
porter dyes and gene expression [58]. Here, previous model simulations
qualitatively predict a distant channel-mediated rescue of the bioelec-
trical memory pattern in nicotine-exposed embryos under different
conditions concerning the size and position of the inserted channel tis-
sue [58].

Concerning biological oscillations, note that while they play critical
roles, their function is not always clear [79–82]. We have studied here
the case of bioelectrical and biochemical oscillations that are coupled at
both the individual cell and the multicellular levels. In particular, the
simulation results obtained in Fig. 3− 6 and S3 suggest an information
transmission code based on the absolute level, time duration, and

frequency of single-cell potentials [83]. At the multicellular level,
different regionalizations can be encoded by long-distance cell potentials
that oscillate in the dep (D)-phase, pol (P)-phase, and dep/pol (D/P)-an-
tiphase. Some approximate code sequences are P − D − P − (D/P) − P −

D − P − (D/P) − … in Fig. 3 (20 %), P − D − P − D − … in Fig. 3 (90 %),
and P − (D/P) − (P/D) − (D/P) − P − (D/P) − (P/D) − (D/P) − … in
Fig. 6 (Go/Gref = 0.05); see also Fig. S3 for the multicellular time
snapshots. Note here that these cell potential sequences can correspond
to the level and time sequences of signaling ions and molecules whose
local activity in different multicellular physiological states is closely
related to bioelectrical signals [8,40]. In a loose analogy, the fast-wave
patterns of neural networks can reflect different mental states [35,
84–86]. Remarkably, large-scale integration and synchronization are
also characteristic of these networks [73].

The oscillatory phenomena of Fig. 4− 7 originate from the symmetry
breaking assumed in Fig. 3, where the cells in the left region have a pol
channel transcription rate constant different than those in the right re-
gion. This initial condition may allow a mass of undifferentiated cells to
initiate a spatio-temporal regionalization that defines morphologically-
instructive patterns because different bioelectrical states correspond to
distinct transcriptional states across the multicellular aggregate. While a
multitude of intracellular signal transducers and biochemical pathways
modulate differentiation, channel bioelectricity controls also the
downregulation timing of pluripotency genes; for instance, membrane
potential drives the exit from pluripotency and cell fate commitment via
calcium entry in the onset of embryonic differentiation, see Fig. 7b of
Ref. [21]. In this case, potassium channels set the polarized cell poten-
tial, which keeps voltage-gated calcium channels inactivated and avoids
the high calcium levels required for the downstream processes leading to
pluripotency.

Interestingly, cells need to estimate their location within a multi-
cellular aggregate for local differentiation processes. The bioelectrical
gradients that couple cell potentials to transcription rates provide a
rough idea of where a single-cell is in the multicellular ensemble, thus
controlling local differentiation processes that can switch on and off
crucial parts of the genome. Because cells constantly monitor their
environmental signals, including those from the neighboring cell states,
the single-cell state at a given location of the multicellular aggregate
provides the dynamic information characteristic of the developmental
stages. Note also that the results of Fig. 3− 7 show that boundary cells
can use moving bioelectrical interfaces to establish instructive spatio-
temporal modules. At the multicellular aggregate level, these time-
dependent modules suggest that development can involve not only
cell migration but also local changes in the spatially-fixed cell states that
are induced by polarization and depolarization waves, as shown by the
simulations.

At this point, it is tempting to speculate that the polarized/depolarized
bi-stability characteristic of the above coding signals can be transduced
into the corresponding binary on/off gene states because of the interplay
between bioelectricity and transcription [19–21]. In this way, cell
bioelectricity could contribute to the integration of transcriptional states in a
multicellular aggregate. If different, spatially-separated regions of the
multicellular system are bioelectrically coupled, external interventions
on the cells in one region of the system should influence outcomes in
other regions. This model prediction can be relevant to experiments
showing long-range communication in injured froglets [68] and the
correction of defective electric potential patterns that is induced by
manipulating bioelectric states of distant cells in multicellular systems
[40,58,87].

In summary, we believe that bioelectrical models can provide useful
qualitative insights into the interplay between transcription and
bioelectricity. New opportunities emerge at the intermediate scale of
endogenous multicellular fields, which constitutes a complementary
approach to the small scale of molecular mechanisms and the large scale
characteristic of applying electrical fields to tissues and organs.
Certainly, the model simplicity cannot give a quantitative description of
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the biological complexity and diversity found in real cases but a tenta-
tive experimental procedure would be to find out that intermediate step
whose transduction is rate limiting and then devise specific actions on it.
Note however that these actions should be system-dependent in the
sense that a previous knowledge of the particular channels and bio-
physical mechanisms to be addressed is needed for the correcting actions
to be implemented [40,58,87].

5. Conclusions

In neural networks of excitable cells, significant electrical activity is
observed in early neuronal development [88]. Also, bioelectrical po-
tentials are involved in the excitation–transcription coupling that un-
derlies long-term potentiation and memory because membrane
depolarization at the synapse and in the soma drives Ca2+ entry via
voltage-gated channels, thus activating downstream transcriptional
signalling cascades [89]. Long-term plasticity in mean-field neuronal
population models has also been studied in terms of calcium-dependent
plasticity models [90]. In different experimental contexts, the electro-
physiological role of ion channels has been emphasized in previous
models of biological tissues [91] and pancreatic β-cell hubs [92].

In our computational biology study, we have explored how the
coupling between bioelectricity and transcription can influence the
long-distance coordination that mediates the information transfer dur-
ing embryogenesis and regeneration in networks of non-excitable cells.
This spatio-temporal coordination requires a morphogenetic robustness
that can be provided by bioelectrical networks. Our simulations on the
coupling between bioelectrical and transcriptional signals at the single-
cell and multicellular levels suggest that spatial regionalizations can be
encoded by distant cell potentials that oscillate in depolarized and
polarized states. The oscillations enable a spatio-temporal coding for
different regions of the multicellular aggregate based on their distinct
polarization states. The electric potential patterns characteristic of
different developmental and regeneration processes and stages are
correlated with the spatial distributions of ions, neurotransmitters, and

transcription activators. Hence, due to the different hierarchy of char-
acteristic experimental times, bioelectricity can act as a tractable tem-
plate to much slower biochemical signals [8,16,85,93,94]. In this
context, the non-specific character of electric potential may open new
options for intervention in bioengineering and biomedical contexts,
based on the pharmacological manipulation of the ion channels and gap
junctions that modulate the instructive patterns toward desired
tissue-level endpoints.
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APPENDIX. VI. SIMULATION EQUATIONS AND PARAMETERS

A. Multicellular system

The model is based on two well-established experimental facts [8,16,40]: (i) the coexistence of adjacent depolarized and polarized neighboring
regions in developmental, regeneration, and tumor processes and (ii) the possibility of describing the multicellular pattern dynamics in terms of
average electric potentials. The coupling between bioelectrical and transcriptional networks concerns not only the local expression of ion channel and
intercellular junction proteins but also the long-distance propagation of electrical signals. Thus, theoretical description is based on the cell potential V,
which is defined as the negative electrical potential difference established between the cell inside and the external microenvironment (Fig. 8, top). The
depolarized (dep) and polarized (pol) single-cell states correspond to low and high absolute values of V, respectively.
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Fig. 8. The state of cell i (i = 1, 2, …, N = 1165) is characterized by the potential Vi, that changes with time t because of the individual currents Idep,i and Ipol,i through
the voltage-gated channels with conductances Gdep,i = G∗

dep,i/
{
1+exp

[
− z

(
Vi − Vth,dep

)
/VT

]}
and Gpol,i = G∗

pol,i/
{
1+exp

[
z
(
Vi − Vth,pol

)
/VT

]}
of saturation values

G∗
dep,i and G∗

pol,i and the intercellular currents Iij = Gij⋅
(
Vi − Vj

)
that flow through the junction conductance Gij between neighboring cells i and j [16,40] (top), where

Vi − Vj is the intercellular potential difference. The spatial map of dep channel conductances is also shown (bottom, right). Typical system parameters are
G∗

k ≈ 100  pS, Edep = 0  mV, Epol = − 60  mV, Vth,pol = Vth,dep = − VT = − 26  mV, and z = 2 [16]. The feedback between the local concentration S of a signaling ion
or molecule influencing transcription that can be modulated by the cell potential via specific voltage-gated channels (bottom, left). In this model, the ion channels and
the intercellular gap junctions allow the cells to iterate with time their individual states following the local changes in currents and potentials. Multicellular patterns
emerge because of the position of a particular cell with respect to the neighboring cells and the external microenvironment.

The ionic conduction transporters in the cell membrane are simulated by generic dep and pol families of voltage-gated channels, with conductances
Gdep andGpol, that tend to establish the characteristic potentials Edep and Epol of the depolarized and polarized single-cell states [16]. These equilibrium
potentials couple the cells with their microenvironment because they are determined by the external and internal ionic concentrations, which are
established by additional membrane ion pumps and transporters [13]. Note that opening the voltage-gated channels causes an ionic current that may
rapidly change the cell potential without significantly altering the ionic concentrations in short times. The experimental values for the reference
currents (Iref) and channel conductances (Gref) give a typical order of magnitude potential Iref/Gref = 1  mV.

Fig. 8 shows two phenomenological equations for the current-voltage curves of the dep and pol channels that qualitatively describe the observed
behavior in typical voltage-gated channels [16]. These equations are characterized by the channel gating charge number z, the threshold potentials
Vth,pol and Vth,dep, and the thermal potential VT = RT/F, where R is the gas constant, T is the temperature, and F is the Faraday constant. While the
potential difference across the cell membrane is primarily determined by the concentration ratio of the most permeable ion, the above voltage-gated
conductances eventually result in potential-dependent permeabilities. For example, a normally polarized cell potential around − 70 mV due to the
intracellular (high) and extracellular (low) concentration of K+ can be depolarized here to less negative values if the model voltage-gated conductance
Gpol decreases, e.g. by introducing a potassium channel blocker, or by externally inducing a decreased expression of the corresponding channel
protein, because these actions decrease the effective permeability to K+ [13,16]. In this way, the individual cell states are regulated by the dynamic
balance between the two voltage-gated currents together with the intercellular junction currents that modulates the system connectivity [16,40].

B. Coupling between cell bioelectricity and transcription

The coupling between bioelectricity and transcription results from the local correlation between cell potentials and signaling ions and molecules.
Here, it is important to understand the role of the local concentration S. For instance, the calcium concentration, which is regulated by the con-
ductances of many calcium channels, influences transcription, proliferation, wound healing, and synchronized oscillations. Also, local cell potentials
can influence the distribution of nanoprobes such as charged nanoparticles because of the membrane charges and the resulting surface electric po-
tential [16].

The local concentration S can be modulated by the cell potential via a specific voltage-gated transporter (Fig. 9, bottom), as in the opening of the
calcium channels that follows cell depolarization [16]. On this experimental basis, we introduce now the transcription of the dep and pol channel
proteins in terms of the mRNA (mdep andmpol) and protein (pdep and ppol) concentrations (Fig. 9a). The rate constants rm,k and rp,k (k= pol, dep) regulate
the mRNA transcription and protein translation processes, which occur with the respective degradations rates dm,k and dp,k. Note that, in this extended
model incorporating transcription, the voltage-gated conductance Gk depends not only on the cell potential V (Fig. 8) but also on the protein con-

centration pk (Fig. 9a). Because of this additional dependence, the conductance G∗
k(pk) = Go

k pk/
(
p0,k + pk

)
assumes a Hill kinetics, where Go

k is the

maximum conductance value. The constant concentration p0,k corresponds to half-maximum conductance G∗
k

(
pk = p0,k

)
= Go

k/2. The above kinetic

saturation of the dep and pol channel conductances arises from the finite values of the transcription and translation rates and may incorporate the
limits imposed by the protein trafficking to and insertion in the cell membrane. The action of specific blockers can also be introduced by decreasing the
effective values of the maximum conductance Go

k [13,16].
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Fig. 9. (a) The coupling between bioelectricity and transcription regulates the dep and pol cell states through the respective channel proteins. The sum of currents
through the intercellular gap junctions runs over nearest neighbors (nn) cells j. The single-cell sensitivity to electrical signals is characterized by the cell capacitance,
which is in the range C = 10 − 100 pF. (b) The resulting feedback leads to both transcriptional and post-translational dependences of the channel conductances on the
cell potential V because of the voltage-dependent concentration Sk (k = pol, dep) of a signaling molecule or ion. Here, S0,k is a reference concentration. In this way, V
couples the transcription of the two channels through the values of Sk, which leads to effective transcription rates that may show a positive (+) or negative (− ) Hill
kinetics regulation with V [16]. The particular scheme describing the feedback as well as the signaling ions or molecules should depend on the experimental bio-
system. Typical values for all system parameters have been justified elsewhere [16,40] and are given below.

The coupling between transcription and bioelectricity of Fig. 9 gives cell potential-dependent mRNA transcription rates, rm,k(V), where rm,k(0) =

rom,k/2, (k = pol, dep), are reference values. Thus, the cell potential V modulates the protein concentrations pk and the resulting channel conductances
Gk through the transcription (Fig. 9) while the channel conductances Gk modulate V through the post-translational bioelectricity (Fig. 8). This tran-
scriptional and post-translational control of the channel protein expression can be tuned to each model biosystem. In particular, the feedback between
bioelectricity and the genetic regulation networks should be system specific. Thus, other theoretical schemes different from that of Fig. 9 should be
introduced in distinct experimental cases.

C. Intercellular voltage-gated gap junctions

Gap junctions are channels with dynamic conductances that confer intercellular plasticity, thus providing spatio-temporal correlations between
bioelectricity and transcription at the multicellular level. Although the junction proteins may also have other biochemical and biomechanical
functions, we focus on the electrical network effects, taking into account again a series of experimental facts (Fig. 10):

(i) the junction conductance can depend on the relative potential Vi − Vj between cells (Fig. 10a) and attains a maximum value when neighboring
cells have similar potentials [16]. Non-linear electrical behaviors can also be observed in the junctional current rectification at an electrical
synapse [46]. In addition, the intercellular conductance depends on the particular junction protein. For instance, distinct connexin proteins
such as Cx43 and Cx45 can show different voltage-gated behaviors and maximum conductances (Fig. 10b) [16,40];

(ii) in general, both homotypic and heterotypic (e.g. Cx43|Cx45) junctions can be defined (Fig. 10b) [2]. Also, for a given connexin, the maximum
effective conductance can depend on the protein expression level, which may change with the cell polarization state (Fig. 10b) [16]; and

(iii) the biosystem can be regionalized into different multicellular modules showing distinct intercellular couplings because of the particular
junction conductance values prevailing in each module (Fig. 10b). This spatial regionalization can be due to different junction expression over
distinct modules. It could also be induced by junction blocking [13,16], using specific molecules in each multicellular module.
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Fig. 10. (a) The junction conductances of two different connexin proteins characterized by the model equation and parameters [40]. (b) Experimentally, the effective
junction conductance Gij depends on the potential difference Vi − Vj between neighboring cells. The voltage sensitivity characteristic of the junction protein can be
incorporated through the reference potential V0. (b) In the simulations, we assume that all cells have maximum junction conductance Go. The cases of strong, in-
termediate, and weak values of the maximum junction conductance Go are shown. The junction parameters used in the simulations are given below.

D. Simulation parameters

We have established previously the typical ranges for the system parameters used [16]. Except for the rate constant rom,pol that regulates the mRNA
transcription of the pol channel protein in the left region of the model network, all cells have the same parameters (Figs. 8 and 9) unless otherwise
indicated. The cell capacitance is C = 100 pF and the equilibrium potentials are Edep = 0  mV and Epol = − 60  mV [13,16]. For the channel con-

ductances, we introduce the parameters Vth,dep = Vth,pol = − VT = − RT/F = − 26 mV and z = 2, together with the conductances G∗
k(pk) =

Go
k pk/

(
p0,k + pk

)
(k= dep, pol), with p0,dep = p0,pol = 80, Go

dep/Gref = 1.15 and Go
pol/Gref = 1 , where Gref is a reference conductance, which is typically

in the range of 0.1 nS [16].
For the cell potential-dependent mRNA kinetics, we introduce the rate constants rm,dep = rom,depe

|V|/VT/
(
1+e|V|/VT

)
and rm,pol = rom,pol/

(
1+ e|V|/VT

)

where the order of magnitude of the rates are rom,dep = 1 min− 1, and dm,dep = dm,pol = 0.02 min− 1 [16]. The cells in the right region have rom,pol =

1.5 min− 1 > rom,dep and those in the left region have a lower rate constant in the range rom,pol = 0.65 − 0.95 min− 1 < rom,dep. The spatial inhomogeneity of
rom,pol can be due to an endogenous process in a developing biosystem or an externally-induced local action [40]. As to the protein kinetics, we use the

rate constants rp,dep = rp,pol = 1 min− 1 and dp,dep = dp,pol = 0.02 min− 1 [16].
For the intercellular gap junction, a spatially homogeneous distribution of maximum intercellular conductances Go is assumed. The range of values

introduced in the simulations is Go/Gref = 0 − 7, with the reference potentials V0 = 10  mV and Vth = 20  mV [16,40].
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[94] A.M. Rajnicek, N. Casañ-Pastor, Wireless control of nerve growth using bipolar
electrodes: a new paradigm in electrostimulation, Biomater. Sci. 12 (2024) 2180.

J. Cervera et al.


