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Abstract Sixth-generation (6G) networks are anticipated to achieve transformative advancements, characterized by extreme
connectivity, deep integration with artificial intelligence (AI) and sensing, and airground integration. The evolution of 6G
exhibits two major trends: ubiquitous intelligence and sustainability. The former aims to embed state-of-the-art AI technol-
ogy into the 6G network, from the physical layers to applications, while the latter emphasizes reducing energy consumption
while enhancing network performance to address environmental concerns. Despite the amazing progress in recent years, Al
advancements come with substantial increases in data and computational overhead, posing critical challenges for integrating
Al into sustainable 6G networks. First, high energy consumption from large datasets and heavyweight AI models contradicts
6G’s green goals. Second, the precise collection of large datasets, message delivery latency, and inference delays in Al models
pose challenges for real-time tasks in 6G. Third, the uninterpretability and unpredictability of AI models complicate meeting
the stringent requirements for controllable transmission in dynamic wireless environments. Addressing these challenges and
achieving sustainable 6G with ubiquitous intelligence calls for a revolutionary design of 6G architecture and Al frameworks. To
this end, this paper introduces a novel and practical methodology for green, real-time, and controllable 6G native intelligence,
starting with knowledge graph (KG) analysis to extract small but critical datasets, followed by the development of distributed
lightweight AI models, and the use of digital twins (DTs) to create precise replicas of physical 6G networks. This leads to a
pervasive multi-level (PML)-AI framework supported by a task-centric, three-layer 6G architecture. The AI framework operates
through non-real-time and real-time cycles, leveraging three key technologies: wireless data KGs for efficient data management,
lightweight AI models for sub-millisecond real-time responsiveness, and DTs for Al pre-validation. A prototype system is built
on the proposed 6G architecture and PML-AI framework, and experimental results show that data overhead is significantly
reduced and real-time intelligence at the millisecond level can be realized.
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1 Introduction

Sixth-generation (6G) mobile network represents the next critical milestone in global connectivity, en-
visioned as the infrastructure for a highly intelligent and extensively interconnected world. Unlike its
predecessors, 6G is anticipated to mark a fundamental paradigm shift rather than a merely incremental
enhancement, unlocking new frontiers such as holographic communication and autonomous systems at
the cutting edge of technological innovation [1,2]. Compared to the fifth-generation (5G), 6G will bring
magnitude increase in terms of peak data rate, spectrum efficiency, latency, and reliability, providing
extreme communication connectivity. Other 6G key capabilities include artificial intelligence (AI), en-
hanced sensing and precise localization, and full coverage and ubiquitous access supported by air-ground
integration [3]. These capabilities can effectively support the six key usage scenarios identified by the
International Telecommunication Union (ITU), e.g., immersive communication, massive connectivity, and
integrated Al/sensing and communication, as well as diverse new applications such as extended reality
(XR) and pervasive sensing ecosystems [1].

Ubiquitous intelligence is regarded as a crucial feature of 6G networks, where AI is expected to play
the most important role in managing the increasing complexity and dynamism of future communication
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systems [3,4]. AI will empower precise adaptation of 6G network resources, facilitating autonomous
network management, real-time customized services, and end-to-end high quality of service (QoS) opti-
mization. In turn, 6G networks will also provide flexible and scalable infrastructure to support Al-driven
applications, e.g., the deployment of general large Al models through cloud-edge-end collaboration [1].
Recently, AI has made significant advances in various fields such as natural language processing and
computer vision. In particular, large language models, e.g., OpenAl’'s GPT, have revolutionized natural
language processing and broadened AI’s impact across various domains [5]. However, this progress came
at the cost of dramatically escalating computational investments, driven by the growing demand for data
and computation-intensive models [6].

Sustainability is another major demand for 6G development, emphasizing the need to reduce energy
consumption while enhancing network capabilities. This will align with global sustainability initiatives,
such as the Paris Agreement, and address growing environmental, social, and economic concerns. By
embedding sustainability throughout the network’s lifecycle, 6G supports long-term environmental stew-
ardship and global sustainability goals as network infrastructure evolves and expands [1]. However, the
integration of Al into sustainable 6G networks faces many challenges, especially the green, real-time, and
controllable requirements. First, the enormous energy required for acquiring, storing, and utilizing large
datasets, coupled with the substantial power consumption of heavyweight Al models during both training
and inference, conflicts with 6G’s green requirements. Second, the precise collection of large datasets,
the latency in data and control message transmission, and the inference delays of heavyweight AT models
collectively exacerbate the overall latency in real-time processing. Third, the uninterpretability and un-
predictability of AI models and the rapidly fluctuating wireless environment make it hard to guarantee
controllable performance, thus increasing the risk of performance lapses and inconsistent service quality.

Due to these facts, the concept of green Al has drawn extensive attention to develop more efficient train-
ing and inference strategies. Training efforts focus on enhancing initialization techniques, regularization
methods, progressive training, and advancements in efficient automated machine learning (AutoML) [6].
Inference strategies, including model pruning, distillation, low-rank factorization, and quantization, in-
tend to reduce computational load while maintaining model accuracy [7,8]. Meanwhile, the academic
and industrial societies also highlight the importance of real-time intelligence and pay increasing efforts
on embedding intelligence at the edge and utilizing edge computing for real-time decision-making closer
to data sources [9,10]. These approaches leverage edge devices and base stations for localized inference,
thereby reducing latency and network overhead. Note that, however, current research lacks a comprehen-
sive framework to achieve performance-guaranteed, green, and real-time intelligence through a closed-loop
system design. To achieve controllable performance through AI models, some researchers try to merge
AT with traditional optimization methods and the application of classical statistical learning theories to
mitigate the uninterpretability and unpredictability [11-13], while others attempt to combine robustness
testing with simulation testing to ensure the controllability of AT systems [14]. Nevertheless, the efficient
construction of controllable testing environments for such systems remains an open question.

Addressing the aforementioned limitations and fulfilling the deep integration of AI in sustainable
6G networks require a fundamental rethinking of both network architecture and Al frameworks. As
an effort to seek promising solutions, we consider leveraging knowledge graph (KG) data analysis to
extract key features to form small feature datasets, developing lightweight AT models based on these
feature datasets, and employing digital twins (DTs) to create accurate replicas of physical 6G networks,
consequently forming an innovative and practical roadmap towards green, real-time, and controllable 6G
native intelligence. Specifically, we introduce a pervasive multi-level (PML)-AT framework supported by
a task-centric, three-layer 6G network architecture. The PML-AI framework is built around three key
components-data, models, and algorithms. Starting from the data source, it emphasizes the effective use
of wireless big data. By extracting a minimal yet highly effective feature dataset closely connected to
the network Al performance from massive wireless data, this framework supports subsequent lightweight
AT models, thereby reducing computational costs. To ensure the real-time performance and efficiency
of lightweight models, the PML-AI framework supports a layered distributed deployment of the models,
which is conducive to achieving full-element endogeneity of data, computing power, and control, and
simplifies the Al learning challenges in the real-time layer.

Based on the above considerations, the PML-AI framework is specifically built upon a dual-cycle
structure. The outer cycle, operating in non-real-time, generates key performance indicator (KPI)-driven
feature datasets using the wireless data KGs, enabling efficient use of lightweight AT models. The inner
cycle, running in real-time, conducts Al training and inference on these reduced-scale datasets, facilitating
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Figure 1 Six usage scenarios, four trends, and key capabilities of IMT-2030 [1].

real-time intelligent network resource allocation at the millisecond level (< 1 ms). This ensures energy-
efficient, low-cost, and agile network intelligence. Additionally, wireless DT based on generative learning
is used to create a virtual replica of the 6G network, enabling the pre-validation of AT models and ensuring
high-quality QoS. A real-time intelligent prototype verification system is built on the 6G integrated test
platform, where a QoS-aware real-time intelligent resource allocation experiment is conducted to validate
the proposed technological roadmap. The results demonstrate nearly an order-of-magnitude reduction
in data and computational overhead, time-slot-level intelligent control, and significantly boosted system
performance, e.g., system throughput and supported user numbers, compared to current 5G benchmarks.

2 6G vision and trends

The advent of 6G represents not just an evolutionary step but a paradigm shift in mobile communications,
characterized by six key usage scenarios that empower a wide range of advanced applications. Beyond
incremental improvements, 6G brings forth several critical trends, such as sustainability and ubiquitous
intelligence, while pushing connectivity performance to extreme levels and integrating various elements
including communication, sensing, Al, and space-air-ground networks. These advancements necessitate
the development of novel network architectures capable of supporting the complexity and demands of
this next-generation ecosystem, enabling seamless and intelligent interactions across diverse domains.

The vision for 6G encompasses a significant expansion of the foundational scenarios introduced by 5G,
to meet the needs of an increasingly interconnected and data-driven world. Six key usage scenarios define
the 6G landscape [1]: immersive communication, massive communication, hyper reliable and low-latency
communication, ubiquitous connectivity, integrated Al and communication, and integrated sensing and
communication, as illustrated in Figure 1. These scenarios will facilitate a range of innovative applications,
from immersive XR experiences and holographic interactions to autonomous collaboration among devices
and pervasive sensing networks. Each scenario reflects the growing demand for more sophisticated and
seamless digital experiences, driving the development of new business models and service paradigms that
will shape the future of communication.

The ambitious vision of 6G is built upon a set of demanding KPIs that significantly surpass those
of previous generations. Central to these KPIs is the TKpu extreme connectivity performance, includ-
ing Thps-scale data rates, Kbps/Hz-scale spectral efficiency, and ps-scale latency [2]. These capabilities
will enable seamless and high-capacity communication, ensuring superior connectivity and robust perfor-
mance across diverse advanced applications, including immersive media and complex industrial processes.
Additionally, 6G will introduce new capabilities based on element integration including Al-related capa-
bilities, sensing-related capabilities, coverage, positioning accuracy, and interoperability. To meet these
objectives, 6G will incorporate cutting-edge technologies such as Al, extremely massive multiple-input
multiple-output (MIMO), and Terahertz (THz) communication [1, 3].

Sustainability is recognized as a foundational trend in the development of 6G technology. While
the capability of the 6G network will increase by at least one magnitude, the energy consumption per
bit should be reduced by at least one magnitude. Ensuring sustainable development is imperative for
the long-term success of 6G. This also caters to the increasing demand for environmental, social, and
economic sustainability, aligning with global initiatives like the Paris Agreement under the United Nations
Framework Convention on Climate Change. Beyond reducing energy consumption, sustainable 6G also
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Figure 2 Task-centric three-layer 6G network architecture in [2].

seeks to integrate green technologies and promote digital inclusivity, ensuring that the benefits of advanced
connectivity are accessible and environmentally responsible [1]. This includes adopting energy-efficient
hardware and network management to optimize resource usage dynamically, thereby minimizing the
carbon footprint of 6G deployments.

Ubiquitous intelligence rises as another significant trend of 6G evolution. The integration of Al is not
merely an enhancement but a fundamental necessity for 6G to realize its full potential. Traditional net-
work architectures lack the capability to manage the complexity and dynamism of future communication
environments, where responsiveness and adaptability are crucial. Al provides the intelligence required for
predictive maintenance, dynamic resource allocation, and efficient decision-making, all of which are crit-
ical for ensuring seamless user experiences across increasingly diverse and complex applications. 6G will
break the boundaries between traditional network architectures and intelligent applications by integrating
AT and communication, as well as sensing and communication, to build a novel intelligent communication
ecosystem. The integration of Al and 6G networks can be approached from two perspectives: Al for 6G
networks and 6G networks for Al [1,3,4]. Al for 6G networks facilitates advanced autonomous driving,
customized services within the 6G network, and the optimization of end-to-end QoS at the lowest cost for
a diverse range of applications. Conversely, 6G networks for Al enable flexible customization of connec-
tions, computing, and data for AI applications, potentially supporting the deployment of general large
AT models through cloud-edge-end collaboration.

To achieve the extreme connectivity targets of 6G networks and support advanced scenarios related to
sustainability and ubiquitous intelligence, a task-centric three-layer network architecture was proposed
in [2]. This architecture extends the traditional two-layer cellular architecture, comprising the core net-
work and base stations, into a three-layer architecture, consisting of core nodes (CoNs), central nodes,
and distributed nodes, as illustrated in Figure 2. By leveraging distributed massive cell-free MIMO
technology and utilizing higher frequency bands, it achieves Thps-scale data rate and Kbps/Hz-scale
spectral efficiency [15-17]. Additionally, the incorporation of spatiotemporal two-dimensional (2D) chan-
nel coding reduces latency to the microsecond scale [18]. The coordinated orchestration of resources
across these three layers optimizes computing and storage, facilitating the seamless integration of Al and
communication, as well as sensing and communication. This architecture offers significant potential for
supporting full-service, full-scenario applications, providing valuable direction for future 6G research and
development.

3 Ubiquitous Al for sustainable 6G: challenges and solutions

AT has undergone significant technological transformations over the past decades, characterized by both
remarkable advancements in technology and exponential growth in data and computational requirements.
Starting with early work in symbolic reasoning and expert systems in the mid-20th century, Al research
laid the foundation for machine learning (ML) models that would later revolutionize the field. The
rise of deep learning, particularly with models like AlexNet in 2012, marked a pivotal shift, driving
breakthroughs in image classification, natural language processing, and even text-to-video generation.
Later, advanced Al systems like OpenAl’s ChatGPT and Sora pushed the boundaries of what Al can
achieve. On the other hand, however, the development of such big Al models results in a dramatic
increase in computational demands and dataset sizes, as illustrated in Table 1 [19]. For instance, the
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Table 1 Al roadmap and trends: from AI to AGI [19].

Year Model Number of parameters Volume of training data Arithmetic requirement
2014 AlexNet 60M ImageNet (~1.5 million images) ~ 1.4 x 10*° FLOPs
2015 ResNet-50 25.6M ImageNet (~1.5 million images) ~ 3.8 x 10'° FLOPs
2017 Transfomer 65M WMT2014 (~1.5 million images) ~ 3.8 x 10 FLOPs
2018 BERT (base) 110M BookCorpus+Wikipedia ~ 3.3 x 10'¢ FLOPs
2019 GPT-2 1.5B 40 GB web text ~ 1.5 x 10'® FLOPs
2020 GPT-3 175B 570 GB web text ~ 3.14 x 10*® FLOPs
2021 DALL-E 12B 250M text-image pairs U“P“‘jijggs éesgr;:)te‘i at
2021 Gopher 280B 10 TB of text data ~ 2.5 x 10** FLOPs
2022 PaLM 540B 780 GB of text data ~ 1.56 x 10** FLOPs
Unpublished Unpublished
2023 GPT-4 Unpublished (approximately hundreds of (estimated to be over
GigaBytes or more) ~ 10%* FLOPs)
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Figure 3 Three challenges faced by the integration of AI and 6G.

cost of training deep learning models increased by 7.14 x 10' times between 2014 and 2022, highlighting
both the progress and the growing operational challenges [5,20].

Nowadays, Al has become a crucial driver of technological innovation, revolutionizing how we han-
dle complex data and automate processes. The advanced algorithms and models developed through Al
research have led to significant breakthroughs across various fields, including healthcare, finance, and
autonomous systems. As the era of 6G is coming, integrating Al into this next-generation communi-
cation network architecture becomes increasingly critical. In 6G, AD’s role extends beyond traditional
network management to include real-time decision-making, predictive maintenance, and dynamic resource
allocation, all of which are essential for ensuring seamless user experiences in increasingly complex and
heterogeneous network environments. However, the “miracle-driven” development paradigm of Al is at
odds with the vision of a sustainable 6G future, particularly in meeting green, real-time, and controllable
requirements. These challenges, as listed in Figure 3, will be examined in detail in the following.

Challenge 1—Green requirement. As Al continues to evolve, the pursuit of more sophisticated
and data-intensive models presents a significant challenge for the integration of AI with 6G. The increased
computational power required for advanced Al models conflicts with 6G’s green requirements, which calls
for reduced energy consumption and improved efficiency. The key lies in balancing the need for advanced
AT capabilities with the imperative to minimize energy consumption. High-performance Al systems not
only consume substantial power during model training but also have ongoing energy needs throughout
their lifecycle. Specifically, the green requirement faces the following two difficulties.

e Energy challenges of acquiring, storing, and utilizing large datasets. The traditional Al
paradigm, which relies heavily on large datasets, presents significant energy challenges. The process of
acquiring large datasets necessitates the continuous operation of numerous sensors and devices, which
consumes substantial energy. Once collected, storing these vast amounts of data requires significant
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space and energy-intensive data centers. Furthermore, the computational power needed for processing
and analyzing this data is considerable, particularly for complex, large-scale computations.

e Energy burden in deploying heavyweight AI models. The use of heavyweight Al models
also adds to the energy burden, especially during model training and inference. These models demand
vast computational resources, including GPUs and TPUs, which consume substantial energy. As Al
models become increasingly complex, the ongoing energy costs for their maintenance and updates also
rise. Addressing this issue involves developing and implementing more energy-efficient AI techniques,
such as model pruning, quantization, and the construction of lightweight models.

Challenge 2—Real-time requirement. Meeting the real-time requirement in 6G networks is a
formidable challenge due to the need for ultra-fast processing and decision-making in highly dynamic
and latency-sensitive environments. 6G networks are expected to support agile edge-access services with
rapid resource scheduling to accommodate differentiated QoS needs, particularly in hyper-reliable low-
latency communications scenarios like machine interactions, emergency services, and telemedicine, where
even minor delays can have severe consequences. Moreover, real-time applications within radio access
networks (RANs), such as dynamic traffic management, autonomous troubleshooting, and adaptive QoS
provisioning, all require immediate data processing and decision-making to maintain network performance
and user experience. To meet these demands, 6G must achieve slot-level, ms-scale real-time intelligence,
which presents the following key challenges.

e Difficulty in real-time precise data collection. 6G networks generate vast amounts of het-
erogeneous, redundant, and dynamic data, including channel state information (CSI), network topology
changes, and user behaviors. The precise collection and effective management of this data pose significant
challenges, impacting the ability to achieve accurate and timely data acquisition.

e Latency in data and control message transmission. Current networks employ external Al
frameworks, where data collection, model inference, and control commands are processed across different
network elements. This setup introduces transmission delays of tens of milliseconds between nodes. Such
latency, along with the sequential execution of tasks, hampers the achievement of slot-level, real-time
intelligence, particularly in applications demanding microsecond-scale responsiveness.

e Inference latency of heavyweight AI models. The deployment of heavyweight Al models exac-
erbates the challenge of meeting real-time requirements due to their significant computational demands.
These models require substantial processing power for both training and inference, which can lead to
delays in real-time applications. The complexity of such models necessitates extensive computations,
potentially resulting in slower response times.

Challenge 3—Controllable requirement. The controllable requirement in 6G networks is a sig-
nificant concern due to the complex and dynamic nature of both the wireless environment and Al-driven
systems. The rapid variation of wireless channels and increasingly sophisticated traffic models create an
environment filled with fluctuations and uncertainties, making consistent, controllable performance diffi-
cult to achieve. This challenge is exacerbated by the inherent unpredictability of AI models, which often
make real-time decisions under volatile and non-stationary conditions. These factors increase the risk
of performance lapses, potentially leading to significant, even catastrophic, consequences, particularly in
mission-critical applications where continuous, high-quality service is essential. Therefore, ensuring reli-
ability in such a dynamic and uncertain environment necessitates addressing several key considerations.

e Uninterpretability. Many Al models function as “black boxes”, obscuring their internal decision-
making processes and complicating the prediction of their performance. This lack of transparency
poses challenges for ensuring that AI models consistently meet controllable requirements, particularly
in mission-critical applications such as industrial control systems where reliability is paramount.

e Unpredictability. The fluctuating nature of wireless channels and various traffic in 6G networks
challenges the consistency of Al model performance. This unpredictability, driven by the non-stationary
nature of wireless environments, complicates the deployment of AI models that require stable and pre-
dictable behavior, particularly in applications demanding strict QoS requirements.

To meet the green, real-time, and controllable requirements, a fundamental transformation in 6G’s net-
work architecture and Al frameworks is required. Traditional AT approaches, characterized by large-scale
data processing and heavyweight models, are insufficient to address the stringent demands of sustain-
able 6G networks. To bridge this gap, in the following, we propose a novel PML-AI framework that is
specifically tailored to provide a sustainable, responsive, and performance-guaranteed solution for 6G.
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4 PML-AI framework for 6G

To address the three primary challenges in integrating Al with 6G-green, real-time, and controllable
requirements, we consider leveraging the wireless data KG technology to guide the precise utilization of
key data, facilitating AI optimization driven by small but crucial datasets. The construction of lightweight
AT models further enhances real-time performance, forming a real-time intelligent provisioning capability
of network resources at the slot level (< 1 ms). Additionally, DTs are embedded within the network
to enable Al pre-validation and ensure high-quality QoS through Al-driven optimization. Motivated by
this thinking, we propose a dual-cycle architecture, as illustrated in Figure 4. The non-real-time outer
cycle focuses on long-term optimization and learning from historical data, while the real-time inner cycle
emphasizes immediate response and real-time adjustments.

In the outer cycle, wireless big data, which encompasses a vast array of disorganized, complex, and
interrelated data fields, is collected in a non-real-time manner. We construct a semi-dynamic wireless
data KG to characterize and analyze the relationships among extensive data fields, thereby enabling the
organization and clear interrelation of these data fields. This facilitates the generation of minimal yet
indispensable datasets, consisting of significantly reduced feature data that have the greatest impact on
target KPIs, thereby forming a KPI-oriented feature dataset. Furthermore, a wireless network DT can be
constructed based on the feature dataset, which can serve as a faithful replica of a physical 6G network.
This enables the pre-validation of AI through the DT, ensuring the safe deployment of network Al, even
when the AT model exhibits unpredictability and unexplainability. The removal of a considerable amount
of field redundancy in the feature dataset allows the DT to achieve enhanced generalization performance,
specifically in terms of modeling accuracy.

The inner cycle, guided by the outer cycle, performs the real-time collection of a significantly reduced-
scale feature dataset and conducts real-time Al training and inference. This allows for the efficient
implementation of real-time Al for wireless networks. Specifically, the requirement for real-time data
collection is minimized to a small number of key data fields, facilitating the training of lightweight Al
models. This strategy reduces the costs associated with data collection and computation, thereby enabling
the realization of real-time and green network intelligence. Consequently, a considerably lesser amount
of computing power is required, and real-time processing becomes significantly more straightforward.
Furthermore, before the online deployment of real-time Al inference results, they must undergo a pre-
validation process via the wireless network DT module. Deployment is contingent upon meeting the
requisite performance requirements.

To summarize, the new framework of PML possesses three key features. First, the utilization of KG to
guide key feature data facilitates accurate data utilization. Second, the employment of critical small data
to drive lightweight AI models enables real-time intelligent optimization. Finally, the application of DT's
to support Al pre-validation ensures a high QoS guarantee for the 6G network. Three key technologies
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encompassed for the implementation of the proposed PML-AI framework are detailed below.

4.1 Wireless data KG and feature dataset generation

To achieve green intelligence, reducing the energy consumption associated with data collection and Al
model training is essential. Wireless networks generate a vast amount of data fields and metrics dur-
ing operation, but only a fraction of these significantly impact the performance of network AI models.
Therefore, the green intelligence of communication systems largely depends on a small subset of critical
data that has a profound influence on these models. Consequently, effective classification, analysis, and
feature extraction from diverse data types, as well as the generation of minimal but effective datasets
(referred to as feature datasets) tailored to different application needs, are crucial for driving AT training,
inference, and validation. To this end, we draw on the KG technology, combining wireless big data with
expert knowledge in wireless communications to innovatively propose a wireless data KG. This technique
enables the generation of feature datasets that significantly impact KPIs, paving the way for real-time
performance and green intelligence.

Using wireless data KGs can effectively represent the complex relationships between diverse wireless
data. This not only helps us gain a deeper understanding of the operating mechanisms of wireless
networks, but also provides strong support for in-depth mining of wireless data. Wireless data KGs
facilitate this by providing a comprehensive view of network performance across various dimensions, such
as network, terminal, user, and service, thus bridging the gap between different network modules like
core and radio access networks. This understanding is critical for addressing the challenges associated
with green and real-time Al, as it enables detailed analysis and extraction of valuable knowledge, thereby
revealing key insights into network efficiency and environmental impact. Despite their potential, current
research on wireless data KGs is still in its early stages, with notable deficiencies in construction and
representation learning methodologies. These methodologies must accommodate the unique attributes
of wireless data, where each node is linked to extensive metrics, necessitating a dual-driven approach
that integrates both knowledge and data. Effective categorization, analysis, and feature extraction from
these datasets are essential to generate minimal yet crucial feature datasets that support Al training and
validation. Our proposed approach seeks to bridge these gaps by improving the construction of wireless
data KGs and leveraging feature data mining to optimize feature dataset generation.

A wireless data KG captures the interrelationships between various environmental factors, device prop-
erties, and the complete protocol stack within wireless communication networks. It characterizes and
analyzes the dynamic relationships among extensive data fields, reflecting wireless communication pro-
tocols and principles. However, due to the ever-changing wireless network environment, which varies
over time and across locations, these relationships are not static but evolve based on specific temporal,
service, and locational characteristics. In light of these observations, we propose the definition of two
distinct categories of wireless data KG: the basic wireless data KG and the learned wireless data KG.
The basic wireless data KG represents foundational wireless communication protocols and communica-
tion principles. In contrast, the learned wireless data KG captures the dynamic and rapidly evolving
relationships among wireless data fields in the real physical world. To construct a learned wireless data
KG with spatio-temporal dynamics, one should utilize wireless big data to learn and update on the basis
of the basic wireless data KG.

Based on the basic wireless data KG, knowledge representation learning methods, e.g., the STREAM
proposed in [21], explore the semantic attributes of nodes, relationships, and the underlying graph struc-
ture, thus enabling efficient computations of intricate semantic associations among entities and relation-
ships. Specifically, they map the semantics inherent to relationships or entities, along with the real-world
data they encapsulate, into compact low-dimensional vectors. Such approaches offer several advantages:
(1) They ensure computational efficiency in subsequent operations, as vector-based computations can
be expedited through readily accessible acceleration algorithms. (2) They effectively compress verbose
information. (3) They simplify the integration of data from multiple sources. As a result, the knowl-
edge representation learning of wireless KGs substantially streamlines downstream tasks. Through the
knowledge representation learning, we get the learned wireless data KG.

As shown in Figure 5, to identify a subset of critical nodes from a large volume of wireless data fields
that have the most substantial impact on the target KPI, we employ the above-constructed wireless
data KG for node selection. In this framework, each node represents a feature related to the KPI node.
Initially, the graph structure is used to identify all paths connecting to the KPI. The influence of each
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Figure 5 Wireless data KG-based feature dataset generation.

node on the KPI is then determined based on the relationship among neighboring nodes on the paths.
The strength of these relationships can be quantified by measuring node similarity, which is accomplished
through the calculation of the cosine similarity between the node representation vectors. Subsequently,
the nodes are ranked according to their impact on the KPI to guide the selection of nodes.

Once the most significant nodes have been identified based on their impact on the KPI, the feature
dataset is then evaluated to ensure that the data features identified are both minimal and crucial. This
evaluation involves two key metrics. (1) Goodness of fit. This metric involves utilizing the selected
nodes and the corresponding collected data to predict the target KPI and calculating the discrepancy
between the predicted values and the actual values. It is crucial to maintain a satisfactory level of
goodness of fit to meet the requirements of real-world scenarios. (2) Feature compression ratio. This
metric evaluates the effectiveness of feature selection by aiming to maximize the retention of critical
information while minimizing redundancy. The goal is to ensure that the feature dataset contains the
most essential information with the fewest possible features. The goodness of fit metric ensures the high
quality of the selected features, while the feature compression ratio metric focuses on minimizing the
number of features. Together, these metrics provide a balanced approach to optimizing both the quantity
and quality of features in the dataset.

To validate the advantages of the feature dataset, an experiment based on real collected data [21] is
introduced in the following. In the initial stage, we filter 82 data fields from a pool of 201, creating a
wireless data knowledge graph focused on uplink throughput. Then, following the aforementioned fea-
ture dataset generation process, we obtain a feature dataset for uplink throughput, as shown in Table 2.
This feature dataset offers several advantages. Firstly, regarding the uplink throughput KPI, the original
dataset comprising 201 data fields is streamlined to only 4 data fields. This drastic reduction eliminates
extraneous nodes, allowing subsequent research on uplink throughput in real network environments to
concentrate on essential data fields. Secondly, while retaining maximum information transmission, the
size of the feature dataset is minimized to facilitate efficient data transmission. According to the ex-
perimental results, we achieve a fit of 97.36% with a dataset reduced by about 97.9% in scale. Lastly,
achieving real-time intelligence in wireless networks requires minimizing computational costs to avoid
latency and energy wastage. During the training of downstream Al algorithms using the feature dataset,
the number of parameters is reduced by about 71.87%, and both the floating point operations (FLOPS)
and execution time are reduced by nearly an order of magnitude. These results indicate a significant
reduction in computational overhead, providing preliminary support for the subsequent implementation
of green intelligence.

4.2 Feature dataset powered lightweight AT

Real-time intelligence is essential for achieving ubiquitous Al in 6G. Due to the time-varying nature of
wireless channels in the space-time-frequency domain, the RAN performs user scheduling and resource
allocation on a millisecond-scale granularity, known as transmission time intervals (TTIs) or time slots.
For example, in 5G, a time slot is 0.5 ms when the subcarrier spacing is 30 kHz. To realize the vision
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Table 2 Performance and cost comparison of AT models based on raw dataset and feature dataset.

Al models based on raw dataset Al models based on feature dataset
Number of feature 188 4
Fitting degree 99.97% 97.36%
Model parameters 8193 2305
FLOPs (G) 1.63 x 107° 4.51 x 1076
Execution time (s) 465.75 28.33
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Figure 6 6G hierarchical endogenous intelligent communication system, where RT refers to real-time.

of ubiquitous AT in 6G, slot-level, millisecond-scale real-time intelligence is needed, particularly for user
scheduling and resource allocation.

Achieving real-time intelligence requires endogenizing all elements of network intelligence, including
data, computing power, and control. Traditional plug-in Al involves transferring data from the RAN
to edge servers and sending control strategies back, with delays in data transfer and strategy delivery
often reaching tens of milliseconds. To mitigate these delays, it is essential to realize endogenous data,
computing, and control within a single network element, such as distributed units (DUs), thereby elimi-
nating communication delays between elements. Lightweight AI models are also critical, as they reduce
the requirements on data volume and computing power for model training/inference, minimizing time
overhead within network elements.

The accurate use of data underpins lightweight AI models. Identifying critical data from large datasets
maintains model performance while reducing data processing time. As illustrated in Figure 6, we propose a
feature dataset-driven, hierarchical intelligence architecture based on the PML-AI framework and wireless
data KG technology. In this architecture, CoN uses wireless data KGs to construct feature datasets that
guide data utilization and enable real-time intelligence at the edge. Edge nodes, leveraging hierarchical
and distributed Al, deploy lightweight AI models to achieve real-time intelligence via the endogeny of all
network elements.

The CoN is responsible for utilizing the wireless KG to construct feature datasets, guiding accurate
data utilization, and driving real-time intelligence at edge nodes. A general KG is constructed at the
CoN based on non-real-time data collection and analysis. From this, specialized KGs tailored to specific
scenarios and KPIs can be extracted, allowing for the construction of scenario-specific feature datasets.
This approach balances generalization and scenario-specific adaptation, with the specialized KGs typically
comprising KPIs, adjustable parameters, measurement parameters, configuration parameters, and other
data, revealing relationships among these categories.

Edge nodes implement real-time intelligence in a hierarchical and distributed manner, utilizing the
feature datasets. The nodes consist of a near-real-time intelligent control unit and multiple endogenous
real-time intelligent control units. The near-real-time unit, responsible for network-level Al functions and
operating on a superframe-level timescale (e.g., 100 ms), is typically deployed at a dedicated server at
the network edge. The endogenous real-time units, responsible for network element-level Al functions,
operate on a slot-level timescale (e.g., 1 ms) and are implemented within DUs.

The near-real-time intelligent control unit orchestrates multiple endogenous real-time units, aggregat-
ing data and leveraging its more powerful computing resources for tasks such as training lightweight
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beam selection.

models or collaborating in distributed Al training for endogenous real-time intelligent control units. For
example, the near-real-time unit can host the critical model in a multi-agent reinforcement learning frame-
work, coordinating local Al training across multiple real-time units. Additionally, network optimization
tasks can be decomposed via assigning high-computation, latency-tolerant tasks or tasks requiring global
information to the near-real-time unit, while latency-sensitive, low-computation tasks are handled by the
endogenous real-time units. For instance, the near-real-time unit can use more powerful AI models and
longer-term statistical data to pre-configure resources, reducing the complexity of real-time Al tasks at
the real-time units.

Empowered by feature datasets and lightweight AI, the endogenous real-time intelligent control units
perform real-time closed-loop network optimization via the endogeny of all elements. Feature datasets
and lightweight Al reduce data collection and model sizes by an order of magnitude, enabling real-time
data collection and inference. With open programmable technologies, data can be efficiently shared,
and inference results can be efficiently acted on the scheduler through modular interfaces. This allows
endogenous real-time units to efficiently complete the closed loop from data collection to network control,
achieving real-time intelligence.

In the following, the delay-aware beam management for cell-free MIMO systems, as a typical use case
of real-time resource allocation, is adopted to illustrate the above mentioned hierarchical and distributed
intelligence architecture. Beam selection for joint transmission in cell-free MIMO faces challenges like
high training overhead, computational complexity, and varying traffic-aware QoS requirements. Our
previous work [22] effectively addresses these challenges by employing a hierarchical, distributed, and
intelligence-empowered real-time beam selection approach.

The proposed approach employs a hierarchical architecture with distinct timescales to manage the beam
selection process, as shown in Figure 7(a). In the long-timescale, the centralized unit (CU) aggregates
wide beam responses from multiple DUs and uses a convolutional neural network (CNN) to predict
narrow beam power profiles, effectively reducing the candidate beam space. In the short-timescale,
DUs utilize real-time local data (e.g., user queue length, current CSI) to adjust beam selection in the
pruned beam space dynamically. Specifically, short-timescale beam selection is modeled as a partially
observable Markov decision process (POMDP), and a deep Q-network (DQN) is employed to maximize
delay satisfaction rates. This hierarchical structure, combining CU-based action space pruning and DU-
based real-time optimization, enhances latency performance and beamforming accuracy. To address the
issues of high signaling exchange overhead and system delay in the centralized scheme for cell-free MIMO
systems, a Q-decomposition multi-agent independent extension (QMIX)-based partially distributed beam
selection scheme (QMIX-PDBS) is further proposed. In the training phase, the CU aggregates all DUs’
local observations to construct a global state. Compared to the completely independent training of each
DU, the QMIX-PDBS facilitates the training of both the global network in the CU and the local networks
in the DUs, yielding more favorable training outcomes. The execution of QMIX-PDBS is fully distributed
to guarantee real-time local decisions at the DUs.

Simulations are conducted to verify the effectiveness of the proposed scheme, with detailed parameters
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(a) Wide beam-based narrow beam prediction; (b) delay satisfaction rate versus different users.

provided in [22]. Figure 8(a) compares the predicted narrow beam power profile from the CNN model
with the actual narrow beam strength. The results indicate that the CNN can precisely learn the re-
lationship between the wide beam strengths and the narrow beam strengths of multiple DUs well, and
it can accurately predict multiple beams with relatively high strength. Figure 8(b) compares the delay
satisfaction rate of the proposed QMIX-PDBS scheme to those of three benchmarks, i.e., multi-agent deep
deterministic policy gradient (MADDPG), hierarchical distributed Lyapunov optimization (HDLO), fully
distributed double DQN (D-DDQN), versus the number of users. The QMIX-PDBS demonstrates supe-
rior performance in balancing system QoS, user delay, and minimizing beam training overhead compared
to other approaches. Unlike MADDPG, which improves overall system QoS by sacrificing certain users’
quality, QMIX-PDBS ensures a more equitable distribution of QoS across all users. In contrast to HDLO,
QMIX-PDBS not only achieves a lower average delay per user but also significantly improves the delay
satisfaction rate due to its optimized beam training process. Furthermore, the integration of interaction
between the DU and CU in QMIX-PDBS outperforms D-DDQN by enhancing coordination across DUs,
resulting in a higher delay satisfaction rate.

4.3 Data-driven wireless network DT for pre-validation

A wireless network DT is a virtual digital representation of a physical wireless network. Its primary role
is to accurately replicate the physical network, facilitating real-time monitoring, analysis, and optimiza-
tion. Currently, there are two typical paradigms for wireless network DTs. One relies on models and
expert knowledge, using static or historical measurement data to fit model parameters. This method
faces significant challenges when solving complex problems due to insufficient model accuracy, and the
parameters, derived primarily from historical data, are inadequate for adapting to the dynamically chang-
ing states of wireless systems. The other paradigm is based on traditional deep neural networks (DNN)
with supervised learning. This approach suffers from inefficient data collection and utilization, as well
as a heavy dependence on labeled data. In many complex scenarios, obtaining labels is challenging, and
capturing latent complex feature dataset distributions or the stochastic nature of system state transitions
proves to be problematic [23].

To address the aforementioned issues, we propose a paradigm shift towards a data-driven approach
for network DTs, strategically incorporating KGs, feature datasets, and advanced ML techniques such
as generative Al (GAI), Transformers, and long short-term memory (LSTM) models. As illustrated in
Figure 9, this architecture leverages both historical and real-time data to dynamically adapt to changes
in the network environment, providing a more accurate and up-to-date representation of the physical
network. A key aspect of this architecture is the construction and utilization of feature datasets based
on the wireless data KG technology. The wireless data KG not only captures complex interdependencies
between different network entities, such as user behavior, resource allocation, and traffic patterns, but
also enhances the selection of critical features. Furthermore, GAI is integrated to empower the network
DTs with the capability to generate synthetic data, thereby augmenting the feature datasets. This
augmentation reduces the reliance on labeled data, which is often limited, and improves the model’s
ability to capture the stochastic nature of system state transitions, leading to more robust training. By
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continuously enriching the feature dataset with both real and synthetic data, the DT-based models can
better adapt to diverse and evolving network conditions. Advanced ML techniques, e.g., GAI, enable the
creation of network DTs customized for various network entities, such as RAN, wireless environments,
and network policies, based on specific optimization tasks [23,24]. Based on these DTs, AI models
for network optimization are trained and pre-verified. Upon achieving adequate learning within the DT
environment, these models are deployed in the real network for real-time intelligent control. This iterative
closed-loop process allows for the continuous refinement of the optimization policy. Network Al models
that integrate prior knowledge through DTs exhibit greater stability and faster convergence compared
to models initialized randomly, thereby ensuring a safer deployment in real networks. Based on the
aforementioned architecture, we propose a GAI-based DT framework for wireless resource management,
and further elaborate on a specific design for an intelligent RAN slicing use case.

For the wireless resource management problem, to address challenges such as the classical deep rein-
forcement learning (DRL) algorithm being unsafe or having performance lower than the default strategy
in the initial stage, failing to capture latent complex environment distribution, as well as slow algorithm
convergence speed, we propose a GAl-based DT network framework. As illustrated in Figure 10, the
DT trains GAl-based state prediction, reward prediction, and policy models to model a virtual interac-
tion environment. It essentially clones the historical wireless resource allocation behaviors and hopefully
generates a rich set of high-quality samples. After the pre-training of the DT network, it provides pre-
validation services at either the policy or decision level. At the policy level, the real network policy can
be pre-verified against interaction trajectories predicted by the DT network, with subsequent alignment
to the pre-verified policy. At the decision level, the DT network can predict the performance of policy
decisions and facilitate appropriate adjustments to ensure decision safety. Through pre-training via be-
havioral cloning, virtual interaction environments, pre-validation at the policy or decision level, and the
powerful generative capabilities of GAI, the DT network is expected to provide safe intelligent wireless
resource management for 6G.

Based on the paradigm of GAI and DT-enhanced intelligent wireless resource management, a data-
driven intelligent time-frequency resource management technique is proposed for the physical resource
blocks (PRBs) allocation problem in the RAN slicing scenario. The optimization objective is to allocate
the PRBs as efficiently as possible while fulfilling the long-term service level agreements (SLAs) for each
network slice. The proposed DT network (DTN) consists of a virtual interaction environment, expert
analysis for correcting resource allocation strategy, and two types of long-term predictive models, i.e., a
behavior cloning model (BCM) based on the conditional generative diffusion model (CGDM) [25] and
a KPI prediction model (KPIM). Additionally, there is a synergistic mechanism between the DTN and
a DRL agent for RAN slicing, aimed at mimicking the behavior of the default policy and providing
pre-validation of policies and decisions before implementing the PRB allocation strategy.

Specifically, the virtual interaction environment is modeled as a Markov decision process (MDP) using
CGDM. The DRL algorithm is designed based on a constrained multi-agent MDP, where each agent
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employs a CGDM-based actor to guide its decision-making process. This model-based agent utilizes
the conditional aspects of the environment to generate optimal actions within the learning framework.
Regarding the synergistic mechanisms between the DTN and the DRL agent, the DTN data warehouse
continuously collects system behavior trajectories under the default policy, with each PRB allocation
result being refined through expert analysis. Previous trajectory records from the data warehouse are
then used to iteratively train the virtual environment, BCM, and KPIM. Once these models are trained
and converge, the parameters of the BCM are synchronized with the DRL actor to warm up the DRL
agent. Subsequently, the DRL agent is deployed in the actual network environment. The PRB allocation
decision generated by the DRL agent requires pre-validation via KPIM before configuration along with a
decision pre-adjustment when it cannot fulfill the specific SLA, namely the decision-level pre-validation.
Additionally, to update the DRL agent’s policy, it is essential to perform policy-level pre-validation using
the DTN virtual interaction environment. This process involves interacting with the virtual environment
and pre-updating the agent’s policy accordingly.

We validate the capability of the proposed PML-AI framework to provide controllable QoS using a
DT design tailored for the intelligent RAN slicing use case. The simulations focus on downlink transmis-
sion involving three enhanced mobile broadband (eMBB) and two massive machine type communication
(mMTC) RAN slices, utilizing 150 PRBs per subframe. Detailed simulation parameters, including the
channel model, slice types, SLA requirements, and traffic patterns, can be referenced from [26]. We
compare the DRL and DRL-DT against KBRL with 50000 decision stages, where DRL-DT is imple-
mented after DRL is empowered by the DT network, DRL is designed on the basis of the algorithm pro-
posed in [27], and KBRL is a model-based RL approach that exhibits relatively high performance [26].
As shown in Figure 11, DRL, DRL-DT, and KBRL achieve (0.042,0.027,0.114) SLA violations and
(105.53,101.46, 111.79) total allocated PRBs in average, respectively. It is not difficult to discern that
KBRL experiences non-negligible fluctuations in SLA violations, and DRL exhibits a relatively high rate
of SLA violations during the initial training phase. Consequently, DRL-DT superiors in SLA violations,
cumulative SLA violations, and PRB conservation compared to other algorithms. Specifically, DRL-DT
is safer in the whole training stage and achieves a higher convergence speed than DRL and KBRL.

5 State of the art: 6G prototype and experimental results

The development of comprehensive 6G prototypes is crucial for advancing network evaluation and tech-
nology validation. Notable efforts include the European Union’s 6G-BRICKS (building reusable testbed
infrastructure for validating cloud-to-device breakthrough technologies) project, which focused on creat-
ing a pan-European research infrastructure to explore advanced technologies such as Al, cell-free massive
MIMO, and reconfigurable intelligence surface (RIS). In China, a 6G prototype platform was developed
by China Mobile Research Institute and Beijing University of Posts and Telecommunications, which sup-
ports multiple frequency bands and cloud-based technologies [28]. Huawei’s 6G research team also posted
a prototype for short-range communications at 70 GHz, designed for ultra-low power consumption, ultra-
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Figure 11 Performance comparison between DRL, DRL-DT, and KBRL. (a) SLA violations; (b) cumulative SLA violations;
(c) resource allocation.

high throughput, and ultra-low latency [29]. Additionally, the Zhongguancun Institute of Ubiquitous-X
Innovation and Applications, in collaboration with China Mobile and other key partners, designed a
cloudified ultra-massive MIMO prototype system, which facilitates the validation of cloudified wireless
networks and ultra-massive MIMO [30].

To validate the core advantages of 6G over existing mobile networks, Purple Mountain Laboratories
recently developed an intelligent, service-oriented, and open programmable 6G prototype platform [2].
This platform is built on a task-centric, three-layer 6G architecture and supports the validation of key
capabilities across six primary 6G use cases, including peak data rates at the Thps level, spectral efficiency
in the Kbps/Hz range, and latency at the microsecond level. It also facilitates key technology verifications
such as cell-free access, native intelligence, and THz communication. Furthermore, the platform achieves
cloud-network convergence by integrating computation, communication, data, and AI, while enabling
service customization through dynamic orchestration and open capabilities. The platform contains a data
plane, an intelligence plane, and a converged open service layer, forming a 6G super edge node (SEN).
It collects data such as radio resource control (RRC) signaling, slot-level uplink/downlink schedules,
measurement reports, and detailed control channel data. Over 400 air interface data distributed across L1,
L2, and L3 are open and programmable, including the control parameters of the medium access control
(MAC) scheduler, whose real-time performance of intelligent self-optimization attains the millisecond
level. The 6G edge network implemented on this platform leverages technologies like baseband unit (BBU)
resource pooling, programmability, cloudification, virtualization, and microservices to enable rapid service
deployment, flexible scaling, and efficient optimization. Through standardized interfaces, hardware white-
boxing, open-source software, and end-to-end programmability, it achieves dynamic resource allocation,
flexible capacity expansion, on-demand service customization, and rapid orchestration, creating a flexible,
reconfigurable, open programmable network.

Building upon this foundational platform, we have developed a real-time intelligent prototype verifi-
cation system to evaluate the performance of the proposed PML-AT intelligent framework in addressing
green, real-time, and controllable requirements, as shown in Figure 12. This system consists of three
layers: CoNs, edge nodes, and end nodes. The CoNs comprise the core network, a big data platform, and
the service management and orchestration (SMO). The big data platform focuses on non-real-time data
collection and analysis to construct a general KG, which is further refined into specialized KGs for specific
scenarios and KPIs to facilitate real-time intelligence at edge nodes. And just as the name means, the
SMO is for the service management and orchestration of the whole network. The edge nodes are mainly
composed of virtualized CUs (vCUs), virtualized DUs (vDUs), a near-real-time intelligent control unit,
the user plane function (UPF), and a wireless data platform. The vDUs are embedded with endogenous
real-time intelligent control units, while the near-real-time intelligent control unit is usually implemented
in a dedicated edge server. The UPF, which is the user plane function module of the core network,
is sunk to the RAN side. The wireless data platform is designed for data collection and management.
The intelligent control functions and DTs are implemented in the SMO, the near-real-time intelligent
control unit, and the endogenous real-time intelligent control units, constituting the intelligence plane
and the DT plane across the CoNs and edge nodes, and operating at different time scales. Each edge
node possesses over 10 distributed DUs and provides access and communication services for more than
100 users. The end nodes consist of edge DUs (eDUs) and user equipments (UEs), with eDUs primarily
hosting the low-level physical layer (PHY) functions, e.g., modulation and demodulation. This system
supports experimental verification and performance evaluation of innovative use cases, such as network
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slicing and cell-free unmanned aerial vehicle (UAV) communication.

Based on the above real-time intelligent prototype verification system, we conduct a 4K video uploading
experiment, as shown in Figure 13. The edge nodes consist of one CU, one near-real-time intelligent
control unit, and two DUs, with one endogenous real-time intelligent control unit being implemented in
each DU. The near-real-time intelligent control unit is deployed in a dedicated server at the network edge.
The end nodes comprise remote radio units (RRUs) and commercial UEs. Totally two RRUs and twelve
commercial UEs are deployed, constituting a canonical two-cell and twelve-user interference scenario.
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In this scenario, the UEs function as video servers, facilitating the uplink transmission of 4K videos
to video clients through communication with the RRUs. To ensure the quality of video transmission
for each user, an uplink throughput exceeding 40 Mbps is essential. To this end, the near-real-time
intelligent control unit and endogenous real-time intelligent control units collaborate to conduct slot-level
on-demand resource allocation in a hierarchical way. In brief, the near-real-time intelligent control unit
performs coarse-grained resource pre-allocation for users in each cell based on reference signal received
power (RSRP) reported by users, allocating resources to users on demand meanwhile coordinating the
interference among users. While the endogenous real-time intelligent control units or DUs predict the
channel quality of each resource block (RB) or resource block group (RBG) in real time, to further
allocate resources to users in a fine-grained way.

The experimental results, illustrated in Figure 14, reveal that prior to the activation of the real-time
Al-powered resource allocation algorithm, both Cell 1 and Cell 2 could only support four users each for
4K video uploads. Notably, by deploying the real-time Al algorithm, both Cell 1 and Cell 2 are capable of
supporting all six users for 4K video uploads and thus achieve a 50% increase in the number of supported
users. Additionally, the uplink throughputs of Cell 1 and Cell 2 increase from 251.12 and 233.58 Mbps
to 275.17 and 287.85 Mbps, respectively, i.e., 9.5% and 23.2% performance improvement. Overall, the
total throughput of the two cells increases by 16%. Apparently, the proposed algorithm can remarkably
enhance both the overall system uplink throughput and the individual uplink throughput requirements
of UEs via the efficient allocation of resources based on user QoS requirements, facilitated by the wireless
data KG and its enabled real-time AI capability. It is also worth noting that with the help of KG, a
feature dataset composed of 5 data fields is extracted from a total of 44 collected data fields, with a
reduction of nearly 90%. The data volume, model size, and model training cost are therefore reduced by
a factor of 10.

6 Conclusion

This paper investigated the critical technologies for next generation 6G networks, with a focus on integrat-
ing Al into sustainable 6G networks. After providing a brief review of the 6G vision and emerging trends,
we identified three key challenges for the integration of Al and sustainable 6G-green, real-time, and con-
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trollable requirements. In response, we proposed a novel PML-AI framework built upon a task-centric
three-layer architecture. This framework incorporates wireless data KG, lightweight AT driven by feature
datasets, and DTs of wireless networks within a dual-cycle architecture. By simplifying data for real-
time AI processing, reducing computational overhead, and enhancing network reliability, the proposed
AT framework can resolve the core challenges. To validate the proposed PML-AI framework and the cor-
responding 6G architecture, we developed a real-time intelligent prototype verification system on the 6G
integrated test platform and conducted QoS-aware real-time intelligent resource allocation experiments.
Experimental results demonstrated time-slot-level intelligent control and a nearly tenfold reduction in
data and computational overhead, underscoring the framework’s potential to drive 6G advancements
while aligning with sustainability objectives.
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